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Learning objectives

1. Define independence of 2-3 events and decide whether two or more events are independent

2. Define key facts for conditional probabilities and calculate conditional probabilities.
3. Calculate the probability of an event using Bayes’ Theorem, Higher Order Multiplication Rule, and the Law of
Total Probabilities
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Where are we?

Basics of probability

* Qutcomes and

Probability for random variables

* Probability functions: pmfs/pdfs
e Cumulative distribution functions (CDFs)
* Important distributions

events Two random variables
» Sample space | « Transformations
) ) » Joint distributions
* Simulations * Independence and conditioning

* Probability axioms

Expected values

. PrObabtl.“tY » Means / expected values
properties « Linear combinations and conditioning
 Counting « next " Variance

* Rules of probability e

* Central limit theorem
* Functions: moment generating functions
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General Process for Probability Word Problems
1.Clearly define your events of interest ¢ mad e atc a‘\\a O‘ﬂ‘F'VUL 600&. Pnb

2. Translate question to probability using defined events OR Venn Diagram
—

3. Ask yourself:
e Are we sampling with or without replacement?
* Does order matter?/ dis-h‘y\j TS habl;.?
4. Use axioms, properties, partitions, facts, etc. to define the end probability calculation into smaller parts

e If probabilities are given to you, Venn Diagrams may help you parse out the events and probability
calculations

¢ |f you need to find probabilities with counting, pictures or diagrams might help here
5. Write out a concluding statement that gives the probability context

6. (For own check) Make sure the calculated probability follows the axioms. Is is between O and 1?
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Learning objectives

1. Define independence of 2-3 events and decide whether two or more events are independent

2. Define key facts for conditional probabilities and calculate conditional probabilities.

3. Calculate the probability of an event using Bayes’ Theorem, Higher Order Multiplication Rule, and the Law of
Total Probabilities
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Independent Events

Definition: Independence

Events A and B are independent if P(AN G)f 0.6

P(AN B) =P(A4) - P(B). ;0(.)8650 1

Notation: For shorthand, we sometimes write A 1 B, to denote that A and B are independent events.

S

¢ Also note:

P(ANB) =P(A)-P(B)—> ALB
— AT B— P(AN B) = P(4) - P(B)
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Example of two dice

Two dice (green and blue) are rolled. Let A = event a total of 7 appears, and B — event green die is a six. Are

events A and B independent? 9
PLANB) = PCA)PE) KP(= |S\

OUTCOMES OF THE BLUE DIE

12 3 4 5 6 v \, \
= . A /L _i=_l A
B | 66 \36 6
TEJ 3 1 , = ,_\—-
. ~ c ¢ 36
g : 1 _
3 s _ 30 36
2 ¢ “(_
ol il > A B

s
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Example of two dice: simulating in R (1/2)

Two dice (green and blue) are rolled. Let A = event a total of 7 appears, and B — event green die is a six. Are
events A and B independent?

/
set.seed(1002) ~ (0 e ~
reps = 10000 / YA & vol x

rolls = replicate(reps, sample(x = 1:6, size = 2, replace = TRUE))
rolls[, 1:10] \9‘\ \0 VD\\S = —

[,11 [,2]1 [,3]1 [,4] [y ,61 [,71 [,81 [,9] [,10]
[1,1 4 5 5 5 6 5 2 4 3 4
[2,1 1 4 6 3 1 1 5 5 6 3

event_A = ( rolls|[1, 7 rolls[2, ] == 7 )
head(event_A, 10)

[1] FALSE FALSE FALSE FALSE TRUE FALSE TRUE FALSE FALSE TRUE

event_B = ( rolls[l,giizz 6 )
head(event_B, 10)

[1] FALSE FALSE FALSE FALSE TRUE FALSE FALSE FALSE FALSE FALSE
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Example of two dice: simulating in R (1/2)

Two dice (green and blue) are rolled. Let A = event a total of 7 appears, and B — event green die is a six. Are
events A and B independent?

P(A) P(B)

( sum(event_A) / reps ) *x ( sum(event_B) / reps )

[1] 0.0286608

event_ A_and B = ( rolls[1, 1 + rolls[2, ] ==7 (( &)0 rolls[1, ] == 6 )
cadlevent_A_and_B, 10) —

[1] FALSE FALSE FALSE FALSE TRUE FALSE FALSE FALSE FALSE FALSE

sum(event_A_and B) / reps

s b (ane) P(ANB)=P(A)P(B)
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Independence of 3 Events

Definition: Independence of 3 Events

Events A, B, and C' are mutually independent if A L B 1L C
(9.« P(AN B) ALlB
 B(4NC) = F(4) - B )B AL Y Mtuelly
« P(BNC) = B . P(C) 3 o C
@P(A NBNC)=P(A) - -P(B)-P(C L

Remark:
On your homework you will show that (1) = (2) and (2) = (1).
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Probability at least one smoker

Suppose you take a random sample
of n people, of which people are
smokers and non-smokers
independently of each other. Let

e A, —event personi is a smoker,
fort =1,...,n,and

e p;, = probability personzisa
smoker,forz =1,...,n.

Find the probability that at least one
person in the random sampleis a
smoker.
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Learning objectives

1. Define independence of 2-3 events and decide whether two or more events are independent

2. Define key facts for conditional probabilities and calculate conditional probabilities.

3. Calculate the probability of an event using Bayes’ Theorem, Higher Order Multiplication Rule, and the Law of
Total Probabilities
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Conditional Probability facts (1/2)

Fact 1: General Multiplication Rule Fact 2: Conditional Probability Definition
P(ANB) =P(A) - P(B|A) P(A[B) — P(ANB) —
- | P(B) —
P(ANB)= P(B)YP(AIB) v
A olven B
J " - P(ANB)
PEBIA) = —oray

f ALB
P(AalB)= P(A)
Ls - ?(A(\Q___P(M%Q

(8 SAB)
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Conditional Probability facts (2/2) P(BIA)+ P(B|A)- 1

If A and B are independent events (A1 B), then (A|B) .is a p.robability, m.eaning that it satisfies the
P(A|B) — P(A) P(B‘A) F(B) probability axioms. In particular,
P(AIB) + P(4%B) - 1
f ALE P(#IB) * P(AIB) = |
\ (A\B>’ PCAD P(ANB) P(A°OB)
. P(ANB) _ PABA) ol e | % P(B)
?(8) £8)

P(ANBY+ PC(ASNBY= P(B)

(1B




Conditional probability with two dice
@ Let A=one dicis a1

B= dicw do not show

Two dice (green and blue) are rolled. If the dice do not S oL

show the same face, what is the probability that one of
Se—

the diceis a 1? -
P(ANDB)
éJTCZOMES?)OF—;HEBLSUE D|6E F ( A l B> = J— P( B) =
§@ ¥ I I A Il \O/
%3 i ’< . - /B/G/ = —]3"
24 ] 0
é ° x % s //B/é

% The Frob of 1 die bcfng a 1 given
9 dice de notl mateh s //3
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Conditional probability with two dice: simulations

Two dice (green and blue) are rolled. If the dice do not show the same face, what is the probability that one of
thediceisa 1?

/
set.seed(1002) v

rolls = replicate(reps, sample(x = 1:6, size = 2, replace = TRUE))

rolls[, 1:10]

]

5 6 5 2 4 3 4

(,11 ,21 (,31 [,41 [,5]1 [,el [,7]1 [,8] [,9] [,10] B
[1,] 4 5 5
[2,1] 1 4 6 3

1 1 5 5 6 3

event_A = ( rolls[1, ]

= rolls[2, 1 ) g
head(event_A, 10)

[1] TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE TRUE

event_B = (

rolls|[1, == ! |)rolls[2, ] ==1)
head(event_B,

[1]

TRUE FALSE FALSE FALSE TRUE TRUE FALSE FALSE FALSE FALSE

sum(event_B & event_JA} / §um(event_A)' F(A)
W—C P ( m)——\ P(R)
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Monty Hall Problem

Survivor Season 42
With the Wiki page on it!
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https://www.youtube.com/watch?v=6JGyiISwY1k
https://en.wikipedia.org/wiki/Monty_Hall_problem

Learning objectives

1. Define independence of 2-3 events and decide whether two or more events are independent

2. Define key facts for conditional probabilities and calculate conditional probabilities.

3. Calculate the probability of an event using Bayes’ Theorem, Higher Order Multiplication Rule, and the Law of

Total Probabilities
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Bayes’ Rule for two events

 We can use the conditional probability (P(A| B)) to get information on the flipped conditional probability (
S —

P(B|A))

P(B)
P(ANB)=P(A)P(B]A)

Theorem: Bayes’ Rule (for two events)

For any two events A and B with nonzero
probabilties,

P(A|B) = ﬂﬁﬁl)ﬁ(%)@m -
_
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Calculating probability with Higher Order Multiplication Rule

enc h suwA t % cavd < Higher Order Multiplication Rule

Suppose we drav@ards from a standard shuffled
deck of 52 cards. What is the probability of a flush,
that is all the cards are of the same suit (inclum
straight flushes)?

O A, = card of any suak

A; = card w| Same $uk as A,

X:"" > 3,1 ,g

@ P(Pf,nP(q,/\Agl\Aqﬂhg->
@ order wmatttrs, no replacemunt
@ p(R)< _‘;% LA A= 12

51
|

0CAsl A )= g PLAYIAL AL A< 3
PP |h hmA)= YVyg  =0.00198

S0

P(A1NA45N...NA,) =
P(A;) - P(A3]Ay)

X

O(ANR)
=P(A)P(B|A)

P(As| A1)

IP’(T4n|A1A2 A )

PCAN Ay N Ay

N Au,(] AS)‘-'

PCA) PCALY A P(A] A, A)

—/w_/ P

2G

Rsy)

- P(Ay 1A, AR

.P(AflAl
= S&A |

IA-‘ZIA.SIA-.'!‘)
2 o 2

_ |0

so S So Y1 1¥



Calculating probability with Law of Total Probability

Law of Total Probability for 2 Events

Suppos@)f people assigned female at birth (AFAB) | For events A and B,

an people assigned male at birth (AMAB) are — o

color-blind. Assume person born is egually likely AFAB P(B)) = P(BNA)+P(BNAY)

or AMAB (not including intersex). What is the = P(B|A)-P(A) + IP)(B\AC) . [ED(AC)
probability that a person chosen at random is color- ‘ — T e |
- ]

kil GOoAL P(B) P(AFAB)’OS"'P(M

(Bl ACAB) = 0.01=P(BIR) o awap)- 05 = LAY

@PL(CJCB I%%BXFZ?;E(:BLAMLB P(B) =~ P(BA) P(A)* P(B|ADPA)
) ED:— color blind = g.ol -0 t 0.0% (0'<>

"D o

|
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General Law of Total Proability

Law of Total Probability (general)
If{A @ {A1, A,, ..., A, } form a partition of the sample space, then for event B,

B(B) = Yr,B(BNA)

= 0. P(BI4) - P(4)

P‘}




Calculating probability with generalized Law of Total Probability
. } _O® replication and/ov order matter? only cons,-dm-,g

@ labelled parts in problem. 1. eace o
Individuals are diagnosed with a particular type of cancer "
that can take on three different disease forms* D, D,, and Tom m b la W ‘

Ds. It is known that amongst people diagnosed with this

particular type of cancer, e P(D{) P(C,) . P( Dl /\ C) £ p(cn Dl) + P( C/’ Dj)

¢ 20% of people will eventually be diagnosed with form Dy,

L o beand = P(Dy) - p(D)PCI D))+ P(DAP(CIPL)
« 50%withformDs.  —, P(Dg) F(C) P(D) l) v

The probability of requiring chemotherapy (C) differs among + PC D;) P(C I DBB

the three forms of disease: - . . . O.
« so%withor, = P(C1D,) P(c)= 0.4 0.9 0.3-0.%+ 0.5 l

et = 9010, = Oll =08« 0-05
T T P(e Dy

Based solely on the preliminary test of being diagnosed with = 0 . 3
the cancer, what is the probability of requiring chemotherapy

(the event C)? @ a1 )
— T probability of requining chemotherapy
@ event nolation in problem ) \I°& o ;\,Z’ASM W Hng Cremerery

® P(c)?
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- ¢ =
Calculate probability with both rules {pP ((E I|BA)> + %% '\’E; =7 ‘

BT prast canwer B = Wno canwy
A = posi—\'i\/‘e reswlt™ mammo
Suppose A = moah’v‘t reswlt mamm o
J }°/Lof people who ard AFAB Aged 40-50 = P( A N B)
years have breast caMg 0.0) P(B | A) ——m\T—
e an AFAB perso _ith breast cancerhasa > )z (-
90%chanpceofa positive test from a P(B ) g(olo,gB) = P (B ) P( 2y ‘ B)
mammogram, and L P(A |B) =069 — 0 (A)
e an AFAB person hasa 10% chance of a
fils’e\.—gositive result fro@’a mamrr;&gramé - P( B) P( A \ B)
What is the probability that an AFAB P(P\ {\ B)‘{' P(P\f\ B )
et had posit ncfGyhatines = _Pere(als)
o0 (oo fsay ) FERHE)
The probabi)ity thal o AF/"EJ_ = - - :‘005/33 /
pesson Kac BC §iren o 5.0505‘0.67‘;‘3”13 sssssss 0.0]-0.9 + 0.‘77[0./} o




Bayes’ Rule

Theorem: Bayes’ Rule

If {A;}7_; form a partition of the sample space S, withP(4;) > Ofori = 1...nand P(B) > 0, then

P(B|A;) - P(4;)
> o1 P(BJA;) - P(A;)

P(A4;|B) =
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