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Learning Objectives

1. Define basic axioms and propositions in probability

2. Assign probabilities to events
3. Perform manipulations on probabilities to make calculations easier
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Where are we?

Basics of probability

Outcomes and events
Sample space
* Probability axioms
t‘\

* Probability
properties

* Counting
* Independence

» Conditional
probability

» Bayes' Theorem

 Random Variables

Probability for discrete random variables

>

 Functions: pmfs/CDFs

* Important distributions

* Joint distributions

* Expected values and variance

Probability for continuous random variables

* Calculus

* Functions: pdfs/CDFs
 Important distributions

* Joint distributions

* Expected values and variance

— ¢ Central limit theorem

* Functions: moment generating functions
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Probabilities of equally likely events
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Probabilities of equally likely events

e “Equally likely” means the probability of any possible outcome is the same

= Think: each side of die is equally likely or picking a card in a deck is equally likely
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Pick an equally likely card, any equally likely card

Suppose you have a regular well-shuffled deck of cards. What's the probability of drawing:

1. any heart SaMPu' QPC(CLZ S5& cards
2. the queen of hearts i g l,Ud‘S
3.any queen (5 ii—S/"FO(CLS . W/iv\ eac h suak
® (V) = oo = =025
T U S ,
— v rb)va]a\' )t’)‘y O'F/
@ P(av) = —— ()= F
S &

@ Q:_i—._____l/
P (&) =SlE
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Let’s break down this probability

If S'is a finite sample space, with equally likely outcomes, then

Al
PA) =5

In human speak:

* For equally likely outcomes, the probability that a certain event occurs is: the number of outcomes within the
event of interest (| A|) divided by the total number of possible outcomes (|S|)

—

—

total number of outcomes in event A

P(A) =

 total number of outcomes in sample space

e Thus,itisimportant to be able to count the outcomes within an event

——Ss
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A probability is a function...

e P(A) is afunction with
» |nput: event A from the sample space S, (A C S)

e

o A C S means “A contained within S” or “Ais a subset of §”
\p—

= Qutput: a number between 0 and 1 (inclusive)

e The probability functiod mapsjan event (input) to value between O and 1 (output)
= When we speak of the probability function, we often call the values between 0 and 1 “probabilities”
o Example: “The probability of drawing a heart is 0.25” for P(heart) = 0.25 -

e The probability function needs to follow some specific rules!

See Probability Axioms on next slide.
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Probability Axioms
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Probability Axioms

For every event A,0 < P(A) < 1.Probability is

between 0 and 1.

For the sample space S, P(S) = 1. \ S \

EEI - /(Ao 7

VA UAD =
If A1, Ay, Ag,...,is acollection of: |Sjomt vents, A‘ A'L A3 P[A( 2 3>

then
P(i:LJlAi) | zEZ:IP’(AZ) @ 1 P(A%>
The probability of at least one A4; is the sum of the \ S

individual probabilities of each. Chapten
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Some probability properties
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Some probability properties

Using the Axioms, we can prove all other probability properties! Events A, B, and C are not necessarily disjoint!

Proposition 1 Proposition 4

Forany event A,P(A) = 1 — P(A%) P(AU B) =P(A) + P(B) — P(AN B)

— —

Proposition 2 where A and B are not necessarily disjoint J
\ e —

P(0) =0

P(AUBUC) =P(A) +P(B)+
P(C)—P(ANB)—P(ANC)—

Proposition 3

p— ——— —_— J

—
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Proposition 1 Proof

Proposition 1 Use Axioms!

Forany event A, P(A) =1 — P(A%) ALO<P(4) <1

A U Ac = S 3;FordisjointA7;,
/ A % A are OU'sjou'y\)(T P(.E_j Ai>=Z§;’ilP(Ai)
P(AVAS) = P(H=1

< .
P(AvVAS) = P(R) +P(A%)
$

—
-

+ P(A >

P(A) 1- P(AS)

eeeeeeeeeeeee



Proposition 2 Proof

Proposition 2

P@)=0
prop 15 P(A)= 1~ P(A)
Wt A=¢ A°=S
P(4)="1—P(S
—— Vi
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Use Axioms!

AL1:0<P(4) <1
A2:P(S) =1
A3: For disjoint 4;,

P(U 4:) = S, P(4)




Proposition 3 Proof

Proposition 3

If A C B,thenP(4) < P(B)

5AL0<P(4) <1
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P(U 4:) = £ P(4)

Use Axioms!

A2:P(S) =1
A3: For disjoint 4,

0. ¢]




Proposition 4 Visual Proof

Proposition 4

P(A U B) P(B) - P(4N B)




Proposition 5 Visual Proof

Proposition 5
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Some final remarks on these proposition

¢ Notice how we spliced events into multiple disjoint events

= |tis often easier to work with disjoint events

¢ |f we want to calculate the probability for one event, we may need to get creative with how we manipulate

other events and the sample space

= Helps us use any incomplete information we have

Chapter 2 Slides

22



Partitions
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L A=(AnB*)
Partitions {A AL Ay A, 3 v (ANB)

;
Asetof events { 4;} | create a partition of 4, if
e the A;’sare M (mutually exclusive) and
cUAi=4
i=1

78 |{A, BOAS
e If A C B,then {A, BN A“}isapartitionof B. = 00 3 ﬁ ’ ]
o If S = |J A;, and the A;’s are disjoint, then the A;'s are a N

- 1=1

partiticﬁéﬁhesamplespace. —> " M| A3 M

\
Creating partitions is sometimes used to help calculate probabilities, since by Axiom 3 we can add the
probabilities of disjoint events.
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Venn Diagram Probabilities
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Weekly medications

Hint: Draw a Venn diagram labelling each of the parts to find the

probability.
If a subject has an LE’,"}" A= ’I_ﬂa/u— meel +his weelk
e 80% chance of taking their medication 6 = ']‘a,/u_ M NeXT weex/(
W ek, P(A)=0.9
e 70% chance of taking their medication
eekand P(B> 0.7 -
. 10%chance of not taking their —T 7 P( A UB ) - 1
medication either week, P( ( AUB ! ) - P((A’UB)C/
then find the probability of them taklng>—‘ l 0.1 = q

their medication exactly one of the two
—————©
weeks.

Q’ PR )0 {_(ﬁu&%PmnB}

POANBS) + P(B A
u,u@ P(A)P(B)~P(ANB)
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09 = 0.8 +0.7 -FP(AOB)
P(ANBY= 0.6
PCAVBD - P(A NB)
- 0.7 0.6 =03
Tho /OVDb ot Fhend %zj,{n; i
nw d QX&CH? ore  of Fhe
weekS  fs 03
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