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Learning Objectives

— 1. Calculate probabilities for a pair of discrete random variables
2. Calculate and graph a joint, marginal, and conditional probability mass function (pmf)

3. Calculate and graph a joint, marginal, and conditional cumulative distribution function (CDF)



What is a joint pmf?

Definition: joint pmf

The joint pmf of a pair of discreterv.s X and Y is

=E()i=xan(£iy)=P(X=X,Y=Y)
Pr () Py (y)




This chapter’s main example

Let X and Y be two random draws from a box containing balls labelled 1, 2, and 3 without replacement.

—> 1. Find px y(X, y).
2.FindP(X +Y = 3).
3.FindIP(Y =1).
4.Find P(Y <2).
5.Find the joint CDF Fx y(x,y) for the joint pmf px y(X,y)
6. Find the marginal CDFs Fx(x) and Fy(y)
7. Find pxv(x|y).
8.Are X and Y independent? Why or why not?



Joint pmf

Y (2nd draw)

Let X and Y be two random draws
from a box containing balls labelled 2

1,2,and 3withoutreplacement. e
i. Find pX,Y(Xa }’) )

2. FindP(X +Y = 3).
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Marginal pmf’s

Let X and Y be two random draws
from a box containing balls labelled
1, 2, and 3 without replacement.

3.Find P(Y = 1).
4.Find P(Y < 2).



Remarks on the joint pmf
Some properties of joint pmf’s:
e Ajoint pmf px y(X,y) must satisfy the following properties:

" px.y(X,y) = OforallX,y.
= ¥ ¥ pxy(x,y) =1

{all x} {all y}
e Marginal pmf’s:

" px(X) = X pxy(X,y)
{all y}

"py(y) = 2 pxy(X,y)
{all x}



What is a joint CDF?

Definition: joint CDF

The joint CDF of a pair of discretervs X and Y is

Fxyx,y) =PX <=xandY =y)=PX =x,Y <y)




Joint CDFs

Let X and Y be two random draws
from a box containing balls labelled
1, 2, and 3 without replacement.

5.Find the joint CDF Fx y(x,y) for
the joint pmf px v(X,y)



Marginal CDFs

Let X and Y be two random draws
from a box containing balls labelled
1, 2, and 3 without replacement.

6. Find the marginal CDFs Fx(x) and
Fy(y)



Remarks on the joint and marginal CDF

e Fx(X): right most columns of the CDf table (where the Y values are largest)
e Fy(y): bottom row of the table (where X values are largest)
« Fx(x) = lim Fxx(x, )

y—)OO

e Fy(y) = 11_>I£10 Fx v(X,y)



Independence and Conditioning
Recall that for events A and B,

« P(A[B) = Fp®

e A and B areindependent if and only if
= P(A|B) = P(A)
» P(ANB) =PA) - PB)

Independence and conditioning are defined similarly for r.v.s, since

px(x) = P(X = x) and pxy(X,y) =PX =x,Y =y).



What is the conditional pmf?

Definition: conditional pmf

The conditional pmf of a pair of discreterv/s X and Y is defined as

PX=xandY =y) pxyx,y)
P(Y =) o opy(y)

pxy(x|y) = PX =x|Y =y) =

ifpy(y) > 0.




Remarks on the conditional pmf
The following properties follow from the conditional pmf definition:
e If X L Y (independent)
" px|v(X]y) = px(x)forallxandy
= px.v(X,y) = px(X)py(y) forallxandy
= Which also implies (=): Fx y(Xx,y) = Fx(X)Fy(y) forallxand y
e IfX;,Xs, ..., X, areindependent

. PX, X X (K12 X205 Xn) = PG = X1, X0 = X000, X = Xa) = [ [ px (%)
i=1

" Fx x.. . x (X1,X2,...,X) = P(X] =x1,X <Xp,...,X; <Xp) = HP(Xi < Xj) = HFXi(Xi)
i=1 i=1



Conditional pmf’s

Let X and Y be two random draws
from a box containing balls labelled
1, 2, and 3 without replacement.

7. Find pxv(x|y).

8.Are X and Y independent? Why
or why not?

Remark:

e Toshowthat X and Y are notindependent,
we just need to find one counter example

e However, to show that they are
independent, we need to verify this for all
possible pairs of X and y






