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Learning Objectives

1. Distinguish between Bernoulli, Binomial, Geometric, Hypergeometric, and Discrete Uniform distributions
when reading a story.

2. ldentify the variable and the parameters in a story, and state what the variable and parameters mean.

3. Use the formulas for the pmf/CDF, expected value, and variance to answer questions and find probabilities.
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Chapter 14: Bernoulli RVs



Properties of Bernoulli RVs

e Scenario: One trial, with outcome success or failure
e Shorthand: X ~ Bernoulli(p)

has distribution X { 1 with probability p

[ 0 with probability 1 — p

) \Stm'

LaTeX px(x) = PX =x) = BX(I -p) ™ forx=0,1 pmt

EX) =p —> clasg potes
Var(X) =pg=p(l-p) — in HW
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Bernoulli Example 1 Let X = money we gof

—Xz{.\ l.'F'I"D“a.gW/P:

- <
e We roll a fair 6-sided die. else w/ I-p = /é

e Weget$1ifwerolla5,and
nothing otherwise.

We tan Sany X~ Bernowlld(p-+

¢ Let X be how much money we get.

e Find the nje'anandvarianceofX. E (K> = P =
_ A1y =
var () = P( )= % (6> 36
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Chapter 15: Binomial RVs



Properties of Binomial RVs

e Scenario: There are n independent trials, each resulting in a success or failure, with constant probability, p, in
each trial. We are counting the number of successes (or failures).

e Shorthand: X ~ Binomial(n, p)

—

X = Number of successes of n inde;()endent trials )

~ (L) =1 (i+ n=\ 1o make Bernowll.

px(x) = P(X = x) = <n>p><(1 )" forx=0,1,2,...,n
X

E(X) = np —_—> V\P CV\&PW |

Var(X) = npq = np(1 - p)

¢
q-1-p
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Bernoulli to Binomial Let X = Money after SO rolls

S0
e Suppose we roll a fair 6-sided die -X = Z_ Xi "F Xf IS our bernoqu
50 times. 4° fom  eX 1
e We get@very timeweroll a5,
and nothing otherwise. £ (7\_> - n P = 50 (_\l}-) — 50, .
e Let X be how much money we get — - b Btfmo“/*%”’ra na

on the 50 rolls.

. Findtheﬂean?dvarianceofX. \/&r (X> =N P (\"P) = 60 (-é/' (%)
c (\(A> = Zl%} PL‘OO

= S + 2L
bg\mov&li O (6) ( =
\(i: X if pla S \(i D\X‘\D

f
0  else ‘ v £(%) = E(2%)



Chapter 16: Geometric RVs



Geometric RVs

X Ccan haw x -

e Scenario: There are repeated independent trials, each resulting in a success or failure, with constant
probability of success for each trial. We are counting the number of trials until the first success.

* Shorthand: X ~ Geo(p) or X ~ Geometric(p) or X ~ G(p)

X =Number of trials needed for first success
(count X includes the success)

#

| = #trials -
i e

X_=Number of failures before first success @ss

(count X does not include the success)

pm#t px(x) =P(X =x) = (1 - p)*"'p~ px(x) = P(X =x) = (1 - p)*p
forx =1,2,3,... forx =0,1,2,...
cpp PO =PX=9=1-(1-p) Fx(x) = P(X = x) = 1 - (1 - p)*!
—_— forx =1,2,3,... forx =0,1,2,...
=g
| I-p .- P
E(X) = N o EX)=— > —
-l + 69 e
Var(X) = 1_213 Var(X) = 1_21’ = -&— - |
P L
0o X~
S x(i-p)p Exp vals
%=1 e—  trals
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Bullseye (1/6)

We throw darts at a dartboard until we hit the bullseye. Assume throws are independent and the probability of
hitting the bullseye is 0.01 for each throw.

1. What is the pmf for the number of throws needed to hit the bullseye?
2. What are the mean and variance for the number of throws needed to hit the bullseye?
3. Find the probability that our first bullseye:

e isonthe fourth try

is on one of the first four tries
is after the fifth try

ison one of the first fifty tries

is after the 50™ try, given that it did not happen on the first 20 tries
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Let X = -'-H:'h"iﬂ‘s unth( ST success (:bu,llge,\/:,)
Bullseye (2/6) (including st SUCC))

; x P (1) = P(H) = 0.0l
We throw darts at a dartboard until YH3! & Pz () =P( M>F(H) 2 o)
we hit the bullseye. Assume throws MM H 3 0 (3-> _ 0.1 O .
are independent and the probability M MMmH \'t X = P(w M PEY) =
of hitting the bullseye is 0.01 for S 00 J.99-099-0.0]
each throw. Pz (‘{) = P(m) ?(V\)PU;\) PU’%
1. What is the pmf for the number of = O_Tm 0.6\
throws needed to hit the bullseye? PX (X') - U‘P')x. ‘o
. ~
B - xl | POy P
Pz ()= 0997 0.0]

for x= 12,3
|
X ~ Geo(p=0.01)
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Bullseye (3/6)

I

C(X)= 5 = —— = 100 thrwe

fl

-~ 0.0l
We throw darts at a dartboard until Var (_X ) = -‘—«E» iz \ ry
we hit the bullseye. Assume throws P P (O .01 )
are independent and the probability

P
of hitting the bullseye is 0.01 for = 9,900 throws
each throw.

2. What are the mean and variance -
for the number of throws needed S D LX) ﬂ D’ Ll-q o] 'U’\Y ows

to hit the bullseye? ’F o
_, disploying pm
(,on:‘a RUT not
doppee: TV
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on 4th try:
P(x=1)= pxl¥) = 0.97°C0.01) = 0.0097

one of [st 4 tmes:
We throw darts at a dartboard until P(XxX<y)=P(X= [) + P(X =3) +P(R=3)+

Bullseye (4/6)

we hit the bullseye. Assume throws =
are independent and the probability g P(-X L‘?
of hitting the bullseye i@ or R _ _ X
each throw. == 2 PXbC) Z ODIDI L0- \3
X ERINE R
3. Find the probability that our first ( WB
bullseye: = 0.0l ( 1+099+0 9+ 077
e isonthe fourth try T tl
i f the first four tries Xt X
e isononeo
P(X£%)= 0.039¢

e is after the fourth try

afber Sty P(X ) = (- P(X=4) = 17 0.037F = 09606
P(X=4)+P(E>Y) = | P(X>4) = 0.9606




one of (ST 50D

Bullseye (5/6 — _
ye (5/6) P(x250)= Fg (50)
= |- (1-0.01)°
~————
We throw darts at a dartboard until (-pP

we hit the bullseye. Assume throws _ 50
are independent and the probability g_l = 0.3 0] 5
of hitting the bullseye is 0.01 for %

cach throw: after S0th, given NoT in Isf 20
3. Find the probability that our first (X-‘BO I X >20> P (X SO & X >a03

—

P(#1B)~ ﬁ'&%—)

bullseye:

¢ isonone of the first fifty tries P (X_>9~0>

o is after the S0 try, given that it - P( X = 50) \ - P (X = 50)
did not happen on the first 20
tries X >9\0> - P[X_ < &0>

i\

_ + 0.17°%° 1
B, @ e > _om12 o(ol
]Z _@f 029%°) 0.11=

e P(x >3c>)



Memoryless property for Geometric RVs
If we know X is greater than some number (aka given X > j), then the probability of X > k + jisjust the

probabilitythatX > k. F(X R SO lz - aO> ~ FCX . BO+9\O]
P(X >k +j|X > j) = P(X > k) X>9\O)
o /,//,_;(X>k+jandx >j) PX>k+j) (1-pki "k:PCK>30)
PX >k +j|X>)) = PX > ) = TPXs) - (A-pL =(1—.p) —_—

— ( ‘_P)Q‘"'J)‘J
. . , /q()““' 9
applies i P(X=kr) [X =g )= P(X-krj & X =)™ poet

X(F=E1)) - P(E>4)
= (1-p=2p

TS (1-p)"p = P(X=k)
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Chapter 19: Hypergeometric RVs



Hypergeometric RVs

e Scenario: There are a fixed number of successes and failures (which are known in advance), from which we
make n draws without replacement. We are counting the number of successes from the n trials.

= There is a finite population of N items

= Eachitem in the populationis either a success or a failure, and there ar uccesses total.
—m

= We randomly select (sample) n items from the population. W/ ouwkt rep [ace ment #Fsuc
e Shorthand: X ~ Hypergeo(M, N, n) ne s#thld
- - - = 0'€+C/\

w
zle P

X = Number of successes in n draws (— X) = n /
( N;

E(
px<x>=P<X=x>=<h’f)$‘:—¥)} M/, M\/N-n
(n) LVM(X)_HE<1_§><N_1>

for x integer-valued -
maX(Q,n —(N-M)) <x <min(n,M)

D —————

2
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24 wolves > N= a4
(1 mg%wl (success") — M =

S Samle( —> N=25
A wildlife biologist is using mark- LC+ X = #tSM.CCCSSCS” [am '(:7;7?1}0- W0/V€S‘>

recapture to research a wolf

Wolf population

population. Suppose a specific study I N= 5 ™ a,@s .
region is known to have 24 wolves, B _ M N-M —s Slee .0 félyglit
of which 11 have already been P ( X - ?C) = X N-% chommg.i
tagged. If 5 wolves are randomly — t-aﬂg—e

aptured, what is the probability that ("I\IL) > S 120 sa.mp(.u
3 9f them have already been tagged?

Px (x) - (! ) I3
x 5-x

(¥)
P(x=3)= Px(3) = iﬂ)ﬁL
(s
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Hypergeometric vs. Binomial RVs

Suppose a hypergeometric RV X has the following properties: R“‘LL of Thaum b
e the population size N is really big, _f\;_ Z 0 .0 S
. theMses M in the population is relatively large,
-@houldn’t be closetoOor 1 M ot close o N or N-~0n

¢ and the number of item,

@selectedissmall. M wot closeto O

Then, in this case, making n draws from the population doesn’t change the probability of success much, and the

hypergeometric r.v. can be approximated by a binomial r.v. —"—
p= —:\\,i i riy
Stable o
we draw

T Somples
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Wolf population revisited

® X~ H\/pw%/w(N %400, M=1100,70.=50)
noo ( laoo)
Suppose a specific study P (_X :ZO> = — 50 = 0 08 139\
region is known to hav 240 .
oIves, of Whic@ )
ave already been tagged.

1.I’yc}llvesarerandomly @ C/MC//L N > 9‘07\«_? ;L{OO = 9:0 ‘S—b \/
captured, what is the = 000

probability tha’ pf . .

them have alreabeen 'X_ ~ B\V\O | 0‘~Q« (_V\/= SD/ P- % = %

tagged? -0 30

2. Approximate the _ SO ﬂ_‘ _l},_ — 8
probability in part (1) PLX-’:;’\O)- (Q,O>(Df1> (Q\b’ > B OO lO7
using the binomial
distribution.
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Chapter 20: Discrete Uniform RVs



Discrete Uniform RVs

e Scenario: There are N possible outcomes, which are all equally likely.
e Shorthand: X ~ Uniform(N)

X = Outcome of interest, withx = 1,2, ...

1
px(x) = P(X =x) = N forx =1,2,3,...

N +1
E(X) =
(X) >
N2 -1
Var(X) =

12
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What discrete uniform RVs have we seen already?

Examples of discrete uniform RVs
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