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Learning Objectives

(1. Recognize the motivation for and focus of our course (categorical responses)

2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation

3. Determine if a single proportion differs from a population value

4. Determine if two proportions differ from each other
'\_/—\/

5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

_———

6. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the

Fisher Exact test
R e

8. Determine if a binary, nominal response and an ordinal explanatory variable are associated with one another
using the Cochran-Armitage test

9. Determine if an ordinal Me and ordinal explanatory variable are associated with one another using the

Mantel-Haenszel test
’f
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What is Categorical Data Analysis?

e INnBSTA 512/612 (linear regression), we focused on continuous responses/outcomes

= We included categorical variables only as covariates (aka predictors, independent variables, explanatory
variables)

= Examples from 512/612: life expectancy (in years), IAT score (ranging from -2 to 2)

e Categorical data analysis focuses on the statistical methods for categorical responses/outcomes

= Explanatory (or ‘independent’) variable can be of any type (continuous or categorical)

—~
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Types of Variables: Outcomes we will cover in this course

Nominal Ordinal | Discrete |

Two categories Categories are Whole number
binary) inherently values

=

7Ex: Response to ordered (numerical)
treatment (yes or Ex: stages of cancer | Ex: Number of

no) (Stage I, Il, 111, IV) children in
household (0, 1, 2,

More than two 3

categories
Ex: Choice or

protein (tofu, beef,
pork, soy curds, or
beans)
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What does this course cover?

e Strategies for assessing association between categorical response variable and a one explanatory variable
—> = Hypothesis testing / C,OV\'HOUJ/\(,L |l/\1‘ S LR

= Measure of association "\

= Simple logistic regression'l

E Statistical modeling strategies for assessing association between the categorical response variable and a set of

exglanatorx variables
= Logistic regression ( muwltiva V)‘a,b (L) M L R

o For binary, ordinal, and multinomial outcomes

D

= Poisson regression
‘*

o For counts outcomes
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Poll everywhere question 1

Join by Web  PollEv.com/nickywakim275  Join by Text Send nickywakim275 to 37607

What kind of analysis would we use to assess association between 215
hospitalization and two different treatment types? <

Linear regression (A) 0%'—)

cownl

gression (B) 0%

Hypothesis testing @ (D) 13%
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Learning Objectives

1. Recognize the motivation for and focus of our course (categorical responses)

2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation

3. Determine if a single proportion differs from a population value
4. Determine if two proportions differ from each other
5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

6. Determine if anominal response and nominal explanatory variable are associated with one another using the
Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Fisher Exact test

8. Determine if a binary, nominal response and an ordinal explanatory variable are associated with one another
using the Cochran-Armitage test

9. Determine if an ordinal response and ordinal explanatory variable are associated with one another using the
Mantel-Haenszel test
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Binomial Distribution

¢ Consider asample of n independent trials, each of which can have only two possible outcomes (“success” and

“failure”)
P(success) :@—
P(failure) =1 —p=g¢q

—— e,

e For each trial:

¢ Binomial distribution: distribution of the number of successes in nindependent trials

e The probability mass function for the binomial distribution is:

r,n\/\/_\
P(X =k) = g(k)pkq"k, fork=0,1,...,n
FESitct

Var(X)Z = np(1 —p)

—
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Binomial Distribution

¢ Consider asample of n independent trials, each of which can have only two possible outcomes (“success” and
“failure”)

e For each trial: N #SM(‘CC’A’TUB’ - K
Cad—p” | HS T T > N
P(failure) =1—p=gq

¢ Binomial distribution: distribution of the number of successes in n independent trials

e The probability mass function for the binomial distribution is:

(:>pkq”k, fork=0,1,...,n
=np(1—p) Are the mean and variance
- __K\ independent from each other?

P Yz
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Binomial Distribution: R commands

R commands with their input and output:

R code

What does it return?

returns sample of random variables with specified binomial distribution

returns probability of getting certain number of successes

returns cumulative probability of getting certain number or less successes

returns number of successes corresponding to desired quantile
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Binomial Distribution Example

If the probability that one white blood cell is a lymphocyte is 0.2, compute the probability of 2 lymphocytes out
of 10 white blood cells

P
> p(x ={2) = (g)&1 —0.2)"®— 0.3020

1 @ironc2, 10, 0.2)

oo

>

oo

(4)

[1] 0.302

P(Xea) = o binom ()
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Normal Approximation of the Binomial Distribution
-——

¢ Also known as: Sampling distribution o
* IF X ~ Binomial(n, p) andnp > 10and ng = n(1 — p) > 10

= Ensures sample size (n) is moderately large and thep isnottooclosetoOor 1

= Other resources use other criteria (likeapg > 5or np > 5)
= When looking at a sample we us’ﬂstea of p to check th|s' '

e THEN approximately X ~ Normal(,ux UX =/np(1 — P))

= Or we often write this as the sampling distribution of p:

1 —
Normal(uﬁ:p, 5= y)

e

e Pretty good video behind the intuition of this (Watch 00:00 - 05:40)
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https://www.youtube.com/watch?v=CCqWkJ_pqNU&ab_channel=jbstatistics

Learning Objectives

1. Recognize the motivation for and focus of our course (categorical responses)

2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation

3. Determine if a single proportion differs from a population value

4. Determine if two proportions differ from each other
5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

6. Determine if anominal response and nominal explanatory variable are associated with one another using the
Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Fisher Exact test

8. Determine if a binary, nominal response and an ordinal explanatory variable are associated with one another
using the Cochran-Armitage test

9. Determine if an ordinal response and ordinal explanatory variable are associated with one another using the
Mantel-Haenszel test
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Estimate and Confidence Interval of Single Proportion

e Estimate of proportion:

#successes
#successes + #failures

f:

e Use the sampling distribution of p'to construct the confidence interval:

= (1 — a)% confidence interval for estimate proportion:

20-ay2) " S
p(1 - p)
n

PE21 o)

e Using SEﬁ = @ -instead of 0, = @ - because we don’'t know exactly what pis
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A cross-sectional study o 8681 patients was conducted to evaluate the nature of smoking status among
people. Of the 8681 people, 4840 ere nonsmokers and 3841 were smokers.

Needed steps:

eededsteps
1. Estimate proportion p

2.Check thatnp > 10and n(1 — p) > 10in order to make normal approximation
3. Construct 95% confidence interval

4. Write interpretation

Lesson 2: Introduction to Categorical Data Analysis
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A cross-sectional study of 8681 patients was conducted to evaluate the nature of smoking status among people. Of the 8681 people, 4840 were nonsmoke
and 3841 were smokers.

1. Estimate proportion_@;

_ 3841 3841 (0]
F= _ 0.44246 PP C T
3841 + 4840 8681 L p(1 —p) 40 @
DE Zpg75 - R

2.Check that np > 10and n(1 — p) > 10in order to make normal

- ‘SZMM

H H T ——

approximation ‘ 1( Wx = , n = , correct = T) e r’Vd
np = 8681 - 0.4425 > 10 — A

l-sample proportions test with continuity correction "{/D
n(l _Z/)\) = 8681 - (1 - 0'4425) :@> 10 data: 3841 out of 8681, null probability 0.5 r\.

X-squared = 114.73, df = 1, p-value < 2.2e-16 (p

alternative hypothesis: true p is not equal to 0.5

95 percent confidence interval:

0.4319827 0.4529896

sample estimates:

p
0.4424605

3. Construct 95% confidence interval

—

4. Write interpretation of estimate

The estimated proportion of smokers is 0.442 (95% Cl: 0.432,0.453).

Additional interpretation of Cl: We are 95% confident that the (population)
proportion of smokers is between 0.432 and 0.453.

Lesson 2: Introduction to Categorical Data Analysis 29



Poll everywhere question 2

Join by Web  PollEv.com/nickywakim275

True or false? For single proportions, the standard deviation used in
the confidence interval for our estimated proportion is the same as the
standard deviation used in the z-score test statistic.

Lesson 2: Introduction to Categorical Data Analysis
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Learning Objectives

1. Recognize the motivation for and focus of our course (categorical responses)
2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation

3. Determine if a single proportion differs from a population value

4. Determine if two proportions differ from each other

5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

6. Determine if anominal response and nominal explanatory variable are associated with one another using the
Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Fisher Exact test

8. Determine if a binary, nominal response and an ordinal explanatory variable are associated with one another
using the Cochran-Armitage test

9. Determine if an ordinal response and ordinal explanatory variable are associated with one another using the
Mantel-Haenszel test

Lesson 2: Introduction to Categorical Data Analysis
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Estimate and Confidence Interval for Difference in Proportions

e Use the sampling distribution of p; and@to construct the confidence interval:

= (1 — )% confidence interval for estimate difference in proportions:

PL— P2 2102 5B

PN . p1-(1—p1)  p2-(1—p2)
Pr—D2E2(1 a2 \/ o
1 na

» Using SE; ;5 = \/ ﬁl'(:ll_ﬁl) 4 ﬁz-(Tll;ﬁQ) because we don't know exactly what p; and p5 are
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Poll Everywhere Question 3

Join by Web  PollEv.com/nickywakim275 ;i-' ; 1r . t

True or false? For difference of proportions, the standard deviation >< |
used in the confidence interval for our estimated difference in

proportion is the same as the standard deviation used in the z-score
test statistic.
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Example: Strong Heart Study (1/2)

The is an ongoing study of American Indians
residing in 13 tribal communities in three geographic areas (AZ, OK, and
SD/ND) to study prevalence and incidence of cardiovascular disease and
to identify risk factors. We will be examining the 4-year cumulative
incidence of diabetes with one risk factor, glucose tolerance.

e Impaired glucose: normal or impaired glucose tolerance at baseline
visit (between 1988 and 1991)

e Diabetes: Indicator of diabetes at follow-up visit (roughly four years
after baseline) according to two-hour oral glucose tolerance test

Lesson 2: Introduction to Categorical Data Analysis
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Example: Strong Heart Study (2/2)

There is a total of 1664 American Indians in the dataset, with the following distribution of folks with diabetes and

glucose tolerance:

1 #shs data = read.csv(file = here("./data/SHS da:

2

OW 00 J O U1 & W

1 SHS

= ¢E£EEEE§E>= ( ("Not diabetic,
) s
(”Diabetic”,<;;:>),
(G1ucosd~ ¢ (zep("Normer”,

) , #Not diabetic

("Impaired", ),
("Normal",

), #Diabetic
("Impaired", )))

v
5

ﬁ\’ﬁ‘( "
ND

£ 3 C%

ZR®

pAm

» Displaying the contingency tableinR

Glucose Not diabetic Diabetic Total

—_— ey —
Impaired 334 198 532
Normal 1004 128 1132
Total 1338 326 1664

—
—

Lesson 2: Introduction to Categorical Data Analysis
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What is the difference in proportions for American Indians that have diabetes comparing individuals with
normal vs. impaired glucose?

Needed steps:

1. Estimate the difference in proportions
™™
2. Check that each cell has at least 10 individuals
se Ml e ey bdot IV TRIVIFUS

3. Construct 95% confidence interval

—

4. Write interpretation of estimate
S—

Lesson 2: Introduction to Categorical Data Analysis
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What is the difference in proportions for American Indians that have diabetes comparing individuals with normal vs. impaired glucose?

Diabetes
Glucose Not diabetic Diabetic Total
Impaired 334 J 1087532
Normal 1004 / 1284132
Total 1338 326 1664

1. Estimate the difference in proportions

PL=P2 = ey T 1132

—

2. Check that each cell has at least 10 individuals
QT

3. Construct 95% confidence interval

Dx =( )SHSSGlucose, SHSSDiabetes),
2 =

correéC T)

2-sample test for equality of proportions with continuity
correction

data: table(SHS$Glucose, SHS$Diabetes)
X-squared = 152.6, df = 1, p-value < 2.2e-16
alternative hypothesis: two.sided
95 percent confidence interval:

0.2126963 0.3055162
sample estimates:

op L Prop 2% .
0.3721805 0.1130742) ; dlf{ .

4. Write interpretation of estimate

The estimated difference in proportion of diabetic American Indians comparingl
195% CI:0.213,0.306). Nomm: I/S(.-'&
Additional interpretation of Cl: We are 95% confident that the difference in | W
(population) proportions of American Indians who have normal glucose

tolerance and impaired glucose tolerance that de\'/eloped diabetes is between "—D‘
0.213 and 0.306.

Lesson 2: Introduction to Categorical Data Analysis
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McNemar's Test

e McNemar’s test should be used if data is from a matched pairs study

e What is a matched-pairs study?
= Participants are paired based on key characteristics
= Each participant within a pair will be assigned to different treatment groups

e Categorical test that is parallel to the “paired t-test”

-

e R packages and functions

e

= Normal approximation: in built-in package > lO
‘\_,

a—

= Exact test: in package

e If you would like more information of McNemar’s test, please see Rosner TB: 10.4 and 10.5: Paired Samples
S ]

Lesson 2: Introduction to Categorical Data Analysis
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Summary so far

Introduced categorical data as the response in analysis
Reviewed an important distribution (Binomial distribution) for categorical data analysis
Estimated a single proportion from a sample with its confidence interval

Estimated a difference in proportions from a sample with its confidence interval

Can we expand this to ask a more general question about association between a response and explanatory
variable?

= What if there is more than 2 categories for either variable?

Lesson 2: Introduction to Categorical Data Analysis
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Learning Objectives

1. Recognize the motivation for and focus of our course (categorical responses)
2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation
3. Determine if a single proportion differs from a population value

4. Determine if two proportions differ from each other

5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

6. Determine if anominal response and nominal explanatory variable are associated with one another using the
Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Fisher Exact test

8. Determine if a binary, nominal response and an ordinal explanatory variable are associated with one another
using the Cochran-Armitage test

9. Determine if an ordinal response and ordinal explanatory variable are associated with one another using the
Mantel-Haenszel test

Lesson 2: Introduction to Categorical Data Analysis
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Contingency Tables (RxC) %ok

e RX C contingency tables

= Contains information for two discrete variables: one has R categories and the other has C categories.

= Refers to the number of rows (R) and number of cqumnsTCZ) in the ta‘ble

e For two proportions: focused on 2 X 2 contingency tables
m R=2,C=2

e Expand our contingency tables to variables with 2 or more categories
QAT WItH

= Categories can be ordinal or nominal

Lesson 2: Introduction to Categorical Data Analysis
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Contingency Table: Example

Let’s say we are interested in learning the association between the development of breast cancer and age at first
birth. Our first step is typically to present the observed data:

Cancer Age at first birth
Diagnosis I > 35 Total

Cancer 320 1206 1011 463 220 3220
No Cancer 1422 4432 2893 1092 406 10245

Total 1742 5638 3904 1555 626 13465

e Thisis a2 x5 contingency table

T
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Test Association/Trend of R X C Contingency Table

R{\}Mw S|

NEW!

If both variables are nominal, a test of general If one or both variables are o‘rc@f\l, a test of trend

association will be sufficient may be of interest ( Con Sh TR ﬂU’lCrVaLS

e Test of general association is the same regardless e Treats ordinal variables as quantitative rather than
ofR\and/Q qualitative (hominal scale)

e Test used for 2x2 contingency table same as 5x3

contingency table
e We will cover:

» Chi-squared test

= FishegJ Exact test

Pg— e

 Test of trend has greater power than the test of
general association

e We will cover:
= Cochran-Armitage test

= Mantel-Haenszel test

Lesson 2: Introduction to Categorical Data Analysis
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Poll Everywhere Question 4

Join by Web  PollEv.com/nickywakim275

True or false? We cannot use a test of general association if one or
more of the categorical variables are ordinal.

Can Wy~

"polleverywhere.com” is in full screen.
Swipe down to exit.

Frend Toder
advawf’ﬂ«gz ot

rrdinal

Lesson 2: Introduction to Categorical Data Analysis
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Test of General Association

» General research question: Are two variables (both categorical, nominal) associated with each other?

e Translated to a hypothesis test:
» H,:Thereis no association between the two variables/ The variables are independent

» H, :Thereis an association between the two variables / The variables are not independent

e We have two options for testing general association:
1. Chi-squared test
2. Fisher’s Exact test

Lesson 2: Introduction to Categorical Data Analysis
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Test of General Association: SHS Example

e Main question: Do American Indians with impaired glucose tolerance have a different incidence of diabetes?

= |s glucose tolerance associated with diabetes incidence among American Indians?

e We have two variables, and both variables have two nominal categories

= Diabetes outcome: Not diabetic and Diabetic

= Glucose tolerance: Normal or Impaired

———

* Answer research question with a test of general association

=

¢ Hypothesis:

» Hy:Thereis no association between glucose tolerance and diabetes / Glucose tolerance and diabetes are
iFHEpendent

= [, : Thereis an association between glucose tolerance and diabetes / Glucose tolerance and diabetes are
not independent

Lesson 2: Introduction to Categorical Data Analysis
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Learning Objectives

1. Recognize the motivation for and focus of our course (categorical responses)

2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation
3. Determine if a single proportion differs from a population value

4. Determine if two proportions differ from each other

5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

6. Determine if a nominal response and nominal explanatory variable are associated with one another using the

Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Fisher Exact test

8. Determine if a binary, nominal response and an ordinal explanatory variable are associated with one another
using the Cochran-Armitage test

9. Determine if an ordinal response and ordinal explanatory variable are associated with one another using the
Mantel-Haenszel test

Lesson 2: Introduction to Categorical Data Analysis
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Chi-squared test

e Test to see how likely is it that we observe our data given the null hypothesis (no association)

e We use the null to calculate the expected cell counts and compare them to the observed cell counts

e Requirements to conduct Chi-squared test (expected cell counts)
= For 2 x 2 contingency table: j)

e

o NeII counts should be less than 10

= For contingency table with 3x2, 3x3, 4x4, etc.:

209 exp cell s > S

o No more than 20% of expected cell counts are less than 5

o No expected cell counts are less than 1

Lesson 2: Introduction to Categorical Data Analysis
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Chi-squared test: Process

1. Check that the expected cell counts threshold is met
2. Set the level of significance o
3. Specify the null ( Hy ) and alternative ( H 4 ) hypotheses
¢ Insymbols
e |[nwords
e Alternative: one- or two-sided?
4. Calculate the test statistic and p-value for Chi-squared test in R
e We will not discuss the test statistic’s equation
5. Write a conclusion to the hypothesis test
e Do we reject or fail to reject Hy?

e Write a conclusion in the context of the problem

Lesson 2: Introduction to Categorical Data Analysis
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Chi-squared test: Expected Cell Counts

* Is the sample size big enough for the chi-square test to be adequate? What are the expected cell counts?

e |f you want an explanation of how to calculate by hand, please see Vu and Harringtion TB (section 8.3.1, page
405) -

e Too time consuming for this class, but R does it quickly using the functionin the
package

Lesson 2: Introduction to Categorical Data Analysis



Chi-squared test: Expected Cell Counts

-

¢ Inthe Strong Heart Study...

table(SHS$SGlucose, SHSSDiabetes)

1 SHS table =
2 SHS table

— p ]

Diabetic Not diabetic

Impaired 198 334
Normal 128 / 1004
1 library(epitools)~/
2 expected(SHS table)
Diabetic Not diabetic foff:;;;a
427.774 2

Impaired 104.226

221.774 910.226 /[ OO §_
— (¢f]

Normal

All expected counts > ! ==
33/

Lesson 2: Introduction to Categorical Data Analysis
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Chi-squared test: SHS Example

1. Check expected cell counts threshold

1 (SHS table)

Diabetic Not diabetic V//
Impaired 104.226 427.774
Normal 221.774 910.226

All expected cells are greater than $()

2.a = 0.05
3. Hypothesis test:

e 1, :Thereisno association between glucose

tolerance and diabetes

e Hy:Thereis Wn between glucose

tolerance and diabetes

4. Calculate the test statistic and p-value for Chi-
squared testin R

1 (x = SHS table, correct = T)
= — =

Pearson's Chi-squared test with Yates'

continulity correction
aolis
L=

data: SHS tabte
X-squared @ df = 1, value < 2.2e-1

5. Conclusion to the hypothesis test

We reject the null hypothesis that glucose tolerance
and diabetes are not associated (p < 2.2 - 1016),
There is sufficient evidence that glucose tolerance and
diabetes incidence are associated among American
Indians.

Lesson 2: Introduction to Categorical Data Analysis
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Learning Objectives

1. Recognize the motivation for and focus of our course (categorical responses)

2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation

3. Determine if a single proportion differs from a population value

4. Determine if two proportions differ from each other

5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

6. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the

Fisher Exact test

8. Determine if a binary, nominal response and an ordinal explanatory variable are associated with one another
using the Cochran-Armitage test

9. Determine if an ordinal response and ordinal explanatory variable are associated with one another using the
Mantel-Haenszel test

Lesson 2: Introduction to Categorical Data Analysis
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Fisher’s Exact Test

¢ Only necessary when expected counts in one or more cells is less than $O
¢ Given row and column totals fixed, computes exact probability that we observe our data or more extreme data

DISEASE
e Consider ageneral 2 x 2 table: OG S No VYes

®rr % 3/
S
7

R
Treatment Moﬁez : ME lDl SEASE
Control K No  Yes

-—9 Total -'.ERL /

== NT) A
* The exact probability of observing a table with cells (a, b, ¢, d) can be computed based or@ehypergeometric
distribution — — — -

(@a+b)!-lc+d)!-(a+c)-(b+d)

() al-b!-cl-dl
e ——)
QW

P(a,b,c,d) =

e Numerator is fixed and denominator changes

Lesson 2: Introduction to Categorical Data Analysis

50



Fisher’s Exact test: Process

1. Check the expected cell counts
2. Set the level of significance o
3. Specify the null ( Hy ) and alternative ( H 4 ) hypotheses
¢ Insymbols
e |[nwords
e Alternative: one- or two-sided?
4. Calculate the test statistic and p-value for Fisher Exact test in R
e We will not discuss the test statistic’s equation
5. Write a conclusion to the hypothesis test
e Do we reject or fail to reject Hy?

e Write a conclusion in the context of the problem

Lesson 2: Introduction to Categorical Data Analysis
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Fisher’s Exact test: SHS Example (not appropriate use of Fisher’s Exact)

1. Check expected cell counts threshold

1 (SHS table)

Diabetic Not diabetic V//
Impaired 104.226 427.774
Normal 221.774 910.226

. — —~——
We're going to pretend they are less than 5.

2.a=0.05 /
3. Hypothesis test:

e H,:Thereisno association between glucose
tolerance and diabetes

e Hy:Thereis zﬁls;so/ciaicign between glucose
tolerance and diabetes

—— —_——————

4. Calculate the test statistic and p-value for Chi-
squared testin R

1 (x = SHS table)

—
—_—

Fisher's Exact Test for Count Data

data: SHS table
p-value
alternative hypothesis: true odds ratio is not
equal to 1
95 percent confidence interval:
3.576595 6.048639
sample estimates:

5. Conclusion to the hypothesis test

We reject the null hypothesis that glucose tolerance
/

and diabetes are not associated (p < 2.2 - 1016),

There is sufficient evidence that glucose tolerance and

diabetes incidence are associated among American
Indians.

Lesson 2: Introduction to Categorical Data Analysis
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Learning Objectives

1. Recognize the motivation for and focus of our course (categorical responses)

2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation
3. Determine if a single proportion differs from a population value

4. Determine if two proportions differ from each other

5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

6. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Fisher Exact test

8. Determine if a binary. nominal response and anlordinal £xplanatory variable are associated with one another

using the Cochran-Armitage test

9. Determine if an ordinal response and ordinal explanatory variable are associated with one another using the
Mantel-Haenszel test
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Test of Trend

e If one or both variables are ordinal, a test of trend may be of interest
= Treats ordinal variables as quantitative rather than qualitative (nominal scale)
= Test of trend has greater power than the test of general association

= You can use a test of general association for non-ordinal variables

e Two tests of trend that we we learn:
= Cochran-Armitage test
o Tests association between a binary response and an ordinal explanatory variable
= Mantel-Haenszel test

o Test association between an ordinal response and an ordinal explanatory variable
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Cochran-Armitage test

e Cochran-Armitage test for trend will determine if there is association between a binary response variable and
an ordinal variable with 3 or more categories

¢ |t will test the trend of the proportions over the ordinal variable

= Answers the question: Does the proportion of people with a “successful” outcome increase as the ordinal
explanatory variable increases?

e Cochran-Armitage test for trend is only suitable fo@x C contingency tables
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Cochran-Armitage test: Hypothesis Test

Null Hypothesis (H ) Alternative Hypothesis (H1)

The proportions of successes are the same across all The proportions of successes tend t¢

C ordinal values of the explanatory variable. ordinal value of the explanatory variabie
P1=Dp2 =...=DPC p1 <p2 <...<pc
—————————— ~—

OR

The proportions of successes tend tos
ordinal value of the explanatory variable increases

pP1 > P2 2...2 PC
~ -
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Cochran-Armitage test: Process

1. Set the level of significance o

2. Specify the null ( Hy ) and alternative ( H 4 ) hypotheses
e Insymbols
e |nwords
e Alternative: one- or two-sided?

3. Calculate the test statistic and p-value fo@ran—Armita% testinR

e We will not discuss the test statistic’s equation

e Just know it follows a Normal distribution
4. Write a conclusion to the hypothesis test
e Do we reject or fail to reject Hy?

e Write a conclusion in the context of the problem

Lesson 2: Introduction to Categorical Data Analysis

58



Cochran-Armitage test: Example (1/3)

We are interested in learning the association between the development of breast cancer and age at first birth
among people who have given birth

Age at first birth
Cancer Total
<20 20-2 0-34 =35

Cancer 320 1206 1011 463 220 \\ 3220

No Cancer 1422 4432 2893 1092 406 10245
.

Total 1742 5638 3904 1555 626 13465

Prop. of ppl OHISA 2 E0525 S (208 D53 55 = S 6
with cancer



Cochran-Armitage test: Example (2/3)

e Before we go into the hypothesis test procedure, we need to construct the contingency table in R

1l Cancer = c( ’ , ’ , )

2\ No Cancer = c( , , ’ , )

bscancer = (c(Cancer, No Cancer), nrow = 2, byrow = T)
4 (bscancer) = c("Cancer","No Cancer")

5 (bscancer) = c("<20","20-24","25-29","30-34",">=35")
6 bscancer

w

<20 20-24 25-29 30-34 >=35
Cancer 320 1206 1011 463 220
No Cancer 1422 4432 2893 1092 406

¢ |t does not need to be pretty to use in function
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Cochran-Armitage test: Example (3/3)

1.a=0.05 / 3. Calculate the test statistic and p-value for Cochran-
2. Hypothesis test: Armitage test in R
e H,: The proportions of breast cancer are the same 1 (DescTools)
; — S EE——
for all age levels of first birth. 2 (bscancer)
S ~— N ’ —
P1 = P2 =—...= Ps Cochran-Armitage test for trend
f

e Hi:The proportions of breast cancer tends to data: bscancer
: | | of £f birth'i — m* dim = 5, mg-value < 2.2e-16
increase as level of age of first birth increases STTernative hypothesisiTuo—5Tded

4. Conclusion to the hypothesis test

P1 <p3<...<ps

We reject the null hypothesis that proportions of
breast cancer are the same for all age levels of first
birth (p < 2.2 - 10719). There is sufficient evidence
that the proportion of of breast cancer increase as the
the age at first birth increases.
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Learning Objectives

1. Recognize the motivation for and focus of our course (categorical responses)

2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation

3. Determine if a single proportion differs from a population value

4. Determine if two proportions differ from each other

5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

6. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Fisher Exact test

8. Determine if a binary, nominal response and an ordinal explanatory variable are associated with one another
using the Cochran-Armitage test

9. Determine if an ordinal response and ordinal explanatory variable are associated with one another using the

Mantel-Haenszel test
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Mantel-Haenszel test

¢ When both variables are ordinal, we can conduct Mantel-Haenszel test of trend for linear association

~—

e Mantel-Haenszel test for linear trend is suitable for any R x C contingency tables with two ordinal variables

¢ Hypothesis test:

Null Hypothesis (H )

There is no correlation between the two variables
_—\

p=20

Alternative Hypothesis (H1)

There is correlation between the two variables

p#0
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Mantel-Haenszel test: Process

1. Set the level of significance o
2. Specify the null ( Hy ) and alternative ( H 4 ) hypotheses
e Insymbols
e |nwords
e Alternative: one- or two-sided?
3. Calculate the test statistic and p-value for Mantel-Haenszel test in R
o We will not discuss the test statistic’s equation
4. Write a conclusion to the hypothesis test
» Do we reject or fail to reject Hy?

e Write a conclusion in the context of the problem

Lesson 2: Introduction to Categorical Data Analysis

65



Mantel-Haenszel test: Example (1/3)
A water treatment company is studying water additives and investigating how they affect clothes washing
(through measurements of abrasions, wearing, and color loss).

The treatments studies where no treatment (plain water), the standard treatment, and a double dose of the
standard treatment, called super. Washability was measured as low, medium and high.

Are levels of washability associated with treatment?

Treatment

Washability o
ota

Low Medium High
Plain 27 14 5 46
Standard 10 17 26 53
Super 5 12 50 67
Total 42 43 81 166
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Mantel-Haenszel test: Example (2/3)

e Before we go into the hypothesis test procedure, we need to construct the contingency table in R

/—\

water =

14 4 14 4 4 4 4 4

1 (c(

2 hFﬁa'tess) = c("plain", "standard", "super")
3 (water) = c("low","medium","high")

4 water

), nrow = ,Sbyrow =1T))

low medium high
plain 27 14 5
standard 10 17 26
super 5 12 50

¢ |t does not need to be pretty to use in function
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Mantel-Haenszel test: Example (3/3)

1.a0 = 0.05 3. Calculate the test statistic and p-value for Mantel-

2. Hypothesis test: Haenszel testin R

e H,y: Water treatment and washability are not 1 (DescTools)
— —_\ S~
correlated. 2 (water)
P = 0 Mantel-Haenszel Chi-Square
ore data: water

. .

Hl.Wratertreatmentandwashabllltyare X-squared 7°50.603) df = 1, p_@= | 13961

correlated.

4. Conclusion to the hypothesis test

p#0 We reject the null hypothesis that there is no
correlation between washability and water treatment (
p=1.13- 10712 < 0.05). There is sufficient evidence
that level of water treatment is associated with
washability.
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. . . 2 vVanab s
Learning Objectives —

1. Recognize the motivation for and focus of our course (categorical responses)

2. Recall features of the Binomial distribution for categorical data analysis and utilize the normal approximation

3. Determine if a single proportion differs from a population value
4. Determine if two proportions differ from each other
5. Display data from two categorical variables, each with 2 or more categories, using R X C contingency tables

6. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Chi-squared test

7. Determine if a nominal response and nominal explanatory variable are associated with one another using the
Fisher Exact test

8. Determine if a binary, nominal response and an ordinal explanatory variable are associated with one another
using the Cochran-Armitage test

9. Determine if an ordinal response and ordinal explanatory variable are associated with one another using the
Mantel-Haenszel test
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More resources

J of one proportion and differences in proportions
= And their power calculations
= From Meike’s BSTA 511 course (see Day 12!)

J of Chi-squared test or Fisher’s Exact test
= From Meike’s BSTA 511 course (see Day 13!)
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https://niederhausen.github.io/BSTA_511_F23/weeks/week_07.html
https://niederhausen.github.io/BSTA_511_F23/weeks/week_08.html
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